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基于改进  Faster R-CNN 的冬枣新鲜度判别
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摘要：［目的］针对冬枣新鲜度判别需求，提出一种基于深度学习的判别方法，将冬枣分为 5 个新鲜度阶段，旨在提高判

别准确性并减少光线反射影响。［方法］提出了一种结合高效 ResNet、注意力机制与 Faster R-CNN 的冬枣新鲜度判别方

法。利用 ResNet 对图像进行卷积处理，提取全局特征图；通过通道注意力模块强化关键特征，结合特征金字塔网络

（FPN）提取多尺度信息。Faster R-CNN 从中选取候选区域，经过 ROI 池化后输入全连接层，通过多角度损失函数优化

模型性能。通过硬度、电导率、维生素 C 和多酚含量等理化指标验证模型效果。［结果］改进的 Faster R-CNN 模型在新

鲜度判别上的准确率达到 98.60%。［结论］改进的 Faster R-CNN 模型在小规模样本下的表现优于现有方法。
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Abstract: ［［Objective］］ To propose a deep learning-based method for the freshness determination of winter jujube by dividing the fruit into 

five freshness stages, aiming to improve determination accuracy and reduce the influence of light reflection. ［［Methods］］ In this study, a 

freshness determination method is proposed for winter jujube by combining an efficient ResNet, an attention mechanism, and Faster R-

CNN. First, ResNet is used for convolutional processing on the image to extract the global feature map. Next, key features are enhanced 

through a channel attention module, and multi-scale features are extracted using a feature pyramid network (FPN). Then, Faster R-CNN 

selects candidate regions from the features, followed by region of interest (ROI) pooling before inputting to fully connected layers. 

Therefore, the model performance is optimized through a multi-angle loss function. The model’s effectiveness is validated using 

physicochemical indicators such as hardness, conductivity, as well as vitamin C (VC) and polyphenol content. ［［Results］］ In freshness 

determination, the improved Faster R-CNN model achieves an accuracy of 98.60%. ［［Conclusion］］ The improved Faster R-CNN model 

outperforms existing methods in small-scale samples.
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冬枣因其高经济价值和丰富的营养成分，已在中国

及全球范围内广受欢迎［1］。据报道，2023 年全球冬枣市

场的总价值已达 35 亿美元，预计到 2030 年将增至 65.3 亿

美元，年均复合增长率为 7.45%［2］。推动冬枣需求增长的

主要因素包括冬枣在功能性食品的应用扩展，以及消费

者对新鲜冬枣市场的需求。新鲜冬枣富含维生素、钾、

DOI：10.13652/j.spjx.1003.5788.2024.81175

基金项目：广东省重点领域研发计划项目（编号：2019B020222001）；茂名市科技计划项目（编号：2023S017082）

通信作者：朱良（1975—），男，华南理工大学副教授，硕士生导师，博士。E-mail：zhuliang@scut.edu.cn

收稿日期：2024⁃11⁃16 改回日期：2025⁃08⁃11

引用格式：戴浩天，刘文联，朱美燕，等 . 基于改进  Faster R-CNN 的冬枣新鲜度判别［J］. 食品与机械，2026，42（1）：93-100.

C itat ion:DAI Haotian, LIU Wenlian, ZHU Meiyan, et al. Freshness determination of winter jujube based on improved Faster R-CNN[J]. 

Food & Machinery, 2026, 42(1): 93-100.

93



贮运与保鲜  STORAGE TRANSPORTATION & PRESERVATION 总第  291 期  | 2026 年  1 月  |

钠、铁、铜等微量元素，有助于保持血管弹性并降低心血

管疾病风险；其丰富的糖类和环磷酸腺苷能够减轻化学

药物对肝脏的损害，促进蛋白质合成，适合慢性肝炎患

者［3］。然而，冬枣的品质和营养成分对新鲜度较为敏感，

随着贮藏时间延长，其水分、糖类、多酚类和维生素等成

分减少，进而影响其营养价值和风味［1］。因此，食品行业

亟需准确、无损的检测方法精准评估冬枣新鲜度，以确保

冬枣品质和消费者的食用体验［4］。

当前冬枣新鲜度的判别研究主要分为两类方法：

①  基于物理化学特性的传统检测方法，通常通过测量果

实糖分、酸度和硬度等指标来反映其内部品质［5］。尽管该

方法能提供直接的品质信息，但操作复杂、耗时，且对果

实具有破坏性。②  基于图像处理与机器学习算法的非侵

入式识别方法［6］。随着计算机视觉技术的发展，基于图像

处理的非侵入式方法提供了更为高效和自动化的解决方

案，能够在避免损害果实的前提下，快速评估新鲜度［7］。

近年来，研究人员越来越关注计算机视觉和深度学

习在冬枣新鲜度判别中的应用，尤其是通过选择合适的

卷积神经网络（convolutional neural network，CNN）模型，

以提高特征提取能力和判别精度，实现更低的误差率［6］。

王铁伟等［4］提出了一种基于数据平衡的 Faster R-CNN

（region-based convolutional neural networks）的冬枣识别

方法，该方法对片红冬枣识别的平均精度达到 98.50%，模

型总损失值低于 0.5。Ban 等［8］按照 3 个基础的理化指标

（可溶性固形物、总酸和果实穿刺力）对冬枣新鲜度进行

识别，将其分为 5 个等级，并使用 ResNet-50 和 iResNet-50

模型对不同成熟度等级的冬枣图片进行训练，改进后的

iResNet-50 模型拥有较高的精确度以及召回率。

在冬枣新鲜度识别中，表面光泽、颜色和纹理等细微

的外观差异是关键判别因素［9］。通常情况下，仅需关注具

体的目标区域，即冬枣的表面特征，而不必依赖复杂的区

域生成过程［10］。然而，Fasterer R-CNN 的特征提取依赖于

卷积神经网络（如 VGG16 或 ResNet）对整张图像进行一

次性提取，对冬枣的局部细节特征缺乏灵活的关注能力，

难以动态调整注意力来识别不同新鲜度等级间的细微差

异。这导致 Faster R-CNN 在处理模糊边界和相邻新鲜度

等级的样本时，特征提取精度不足，从而影响分类准确

性［9］。此外，Faster R-CNN 依赖的选择性搜索算法在生成

候选区域时精度较低，且速度较慢，导致检测效率不高［11］。

对于需要高效、准确识别冬枣表面特征的任务，选择性搜

索的复杂性增加了计算负担，不利于模型的快速响应［12］。

为了解决上述问题，研究拟通过引入通道注意力机

制增强对表面细微特征的敏感性，利用区域提议网络

（RPN）替代选择性搜索以提升检测效率并降低模型复杂

度。通过结合硬度、相对电导率、维生素 C 和多酚含量等

理化指标进一步验证改进模型的检测精度和可靠性。

1　冬枣图像数据集

从市场上购买不同品种的冬枣（如成武冬枣、鲁北冬

枣、薛城冬枣、锥木枣、九月青），根据外观色泽将其新鲜

度划分为 5 个等级［13］（图 1）：青果（A 级），果皮变红范围为

0~1/8，整体呈近全绿；初熟果（B 级），果皮变红 1/8~1/4，逐

渐显露少量红色斑点，整体呈浅绿或黄绿色；半红果（C

级），果皮变红 1/4~3/4，表皮大面积转红，仍留有少量绿色

区域；全红果（D 级），果皮变红 3/4~全部，果实呈现饱满、

光滑的全红表皮；软果（F 级），表皮呈深褐或黑褐色，伴随

腐烂斑点，严重起皱，甚至出现霉斑，失去商品价值。

在开展研究前，需对数据集进行系统性的收集与预

处理，以此获取能够高度贴近真实应用场景的冬枣图像。

并且，所有图像的采集均需保证在统一的光照环境下进

行，使用 iPhone 15 Pro Max 以统一角度拍摄冬枣照片，并

保存为 .jpg 格式。此外，还从互联网收集了不同新鲜度的

冬 枣 图 像 ，以 丰 富 数 据 来 源 。 训 练 数 据 集 中 共 包 含

1 200 张图像，每种新鲜度类别包含 400 张，在数据集构建

方面，训练集共纳入 150 张冬枣图像，其中源于互联网渠

道的有 150 张。验证集由 300 张图像构成，按类别均匀划

分，每类各含 100 张，而来自互联网的图像数量为 40 张。

测试集包含 90 张图像，同样以类别均分，每类 30 张，互联

网采集的图像占 10 张。所有用于试验的图像均经过筛

选，确保反映最真实的冬枣新鲜状态。

数据集中图像尺寸统一为 2 400 像素×1 600 像素，比

例为 3︰2，水平和垂直分辨率均为 72 dpi。图像在预处理

中经过了归一化、裁剪和增强处理，以提升模型的泛化性

能。尽管未详细列出每种新鲜度类别的图像数量，但在

数据准备中尽量确保类别平衡，以避免数据不平衡对新

鲜度判别精度的影响。对于从互联网获取的图像，采用

了数据增强技术，如旋转、缩放和水平翻转，以扩展训练

数据集的多样性。

来自数据集的冬枣样本图像如图 1 所示。

2　冬枣新鲜度判别框架

2.1　Faster R-CNN 深度学习算法概述

Faster R-CNN 算法是一种基于卷积神经网络的快速

目标检测算法，主要由特征提取网络、候选区域生成网络

和目标检测网络共同组成［14］。

Faster R-CNN 算法的运行过程主要由 3 个阶段组成：

①  将原始图像数据输入卷积神经网络，通过网络的层层

运算提取出对应的特征图；②  所生成的特征图会被传递

至区域建议网络（RPN），RPN 基于特征图生成潜在的目

标候选框，并将这些候选框映射回特征图，以此获取相应

的特征矩阵；③  将每个样本重新投射到整幅图像的特征

图中，进而得到用于目标检测与识别的区域特征图，再经

过感兴趣区域池化层（RoI pooling）调整尺寸，输入分类网
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络和回归网络完成该候选框的分类和预测。

Faster R-CNN 还提供了损失函数计算，Faster R-CNN

的损失为 RPN 的损失和 Fast R-CNN 的损失的和（Fast 

R-CNN 是 Ross Girshick 在 Faster R-CNN 之前提出的算

法，如图 2 所示），Fast R-CNN 的损失计算如式（1）所示；

RPN 的损失计算如式（2）所示。损失函数（1）是 Faster 

R-CNN 单样本的多任务损失函数，融合分类损失与定位

损失，用于衡量 Faster R-CNN 在冬枣新鲜度分类任务中

的表现。具体来说，它确保模型能够准确分类 5 种新鲜度

类别（青果、初熟果、半红果、全红果、软果），并减少错误

分类（在没有 softmax 的情况下，模型可能会错误地将“半

红果”识别为“初熟果”）；损失函数（2）是 Faster R-CNN 批

量样本的多任务损失函数，用于优化目标边界框的定位

精度，使检测框能够更准确地拟合目标冬枣的真实位置

（避免框偏移、框过大或过小等问题）。

L ( p,u,t u,v)= L cls( p,u)+ λ [ u≥ 1] L loc( t u,v)， （1）

L ( pi,ti)= 1
N cls

∑
i

Lcls( )pi,p*i + λ 1
N reg

∑
i

p*i L reg( ti,t *i )，
（2）

式中：

p——分类器预测的 softmax 概率分布，p=（p0，…，

pk）； 

u——目标真实类别的标签（若候选框对应目标类

别，则 u=1）；

tu——对应边界框回归器预测的对应类别 u 的回归参

数（tux，tuy，tuw，tuh）；

v——对应真实目标的边界框回归参数（vx，vy，vw，vh）；

pi——第 i个 anchor预测为真实标签的概率；

pi
*——正样本时为 1，负样本时为 0；

ti——预测第 i个 anchor的边界框回归参数；

ti
*——第 i个 anchor的 GT Box；

Ncls——单个 mini-batch 的所有样本数量，256；

Nreg——anchor 位置的个数（不是 anchor 个数），约

2 400。

2.2　Faster R-CNN 算法的优化与实现

为了提高已有的冬枣新鲜度判别准确率，且结合当

前冬枣表皮反光容易造成识别困难等实际问题，对 Faster 

R-CNN 算法进行优化与改进，主要包括 3 个部分：①  将特

征提取网络更换为 ResNet-50 网络，提高特征提取能力；

②  引入注意力机制（convolutional block attention module，

CBAM），从而使特征覆盖到冬枣的更多部位，使识别更

精准；③  引入特征金字塔进行多尺度特征融合［15］。

2.2.1　ResNet-50 特征提取网络　Faster R-CNN 的特征

提取网络使用的是 VGG16，VGG16 使用多个较小卷积核

的卷积层代替一个卷积核较大的卷积层，在减小参数的

图 1　冬枣样本图像

Figure 1　Winter jujube sample images

图 2　Fast R-CNN 网络结构图

Figure 2　Fast R-CNN network architecture
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同时，进行更多的非线性映射，加深网络的层数，从而提

高网络的拟合能力，但是由于过多的加深网络层次，

VGG16 会消耗更多的计算资源，内存占用过大，梯度爆炸

等问题也随之出现［16］。

为了能够更好地应对上述问题，引入了残差模块的

ResNet-50 卷 积 神 经 网 络 对 图 像 的 特 征 进 行 提 取 。

ResNet-50 结构如图 3 所示［17］，从接收［224，224，3］的图

像 ，通过 4 组大的 block，每组分别有 3，4，6，3 个小的

block，每个小的 block 又包含 3 个卷积层，最后再经过 1 个

全连接层，最终输出图像。

神经网络训练过程是不断与目标值进行拟合的过

程，直到拟合的误差降低到人们的预期，代表着神经网络

训练完毕，但是在实际训练过程中，数据的传递除了从网

络前端往后传之外，还需要将最后一层与目标值的误差传

回到网络前端，从而进行下一轮的训练，得到更小的误差，

这一过程成为神经网络的反向传播。如果卷积层数过多，

在经过激活函数时，就会出现梯度消失的问题。ResNet-50

的残差结构（如图 4所示）通过将网络的输出变为卷积的输

出与前面输入的叠加解决了这个问题。其核心思想是在

每个残差块中引入 1 条快捷连接（skipconnection），跳过

1 个或多个层，将输入直接传递到输出。

2.2.2　 ECA 注 意 力 模 块　 ECA（efficient channel atten‐

tion）模块［18］是对 SE（squeeze-and-excitation）模块［19］的改

进版本，其结构如图 5 所示。在特征处理与优化领域，

ECA 模块设计了独特的局部跨通道交互机制，该机制摒

弃了传统的降维操作。具体而言，该模块先通过全局平

均池化（GAP），将注意力集中在每个通道及其周边 k 个相

邻通道，从而实现局部范围内通道间交互信息的捕捉。

其具体运行流程：对输入的特征图实施空间维度压缩，将

其转化为 1×1×C 规格的特征图；运用动态卷积核开展

一维卷积运算，在运算过程中深入挖掘通道间的关联性，

并通过预设的卷积核自适应函数，精确计算并选择合适

的 k 值，以此明确跨通道交互的覆盖范围。在完成交互信

息提取后，ECA 模块借助激活函数生成通道权重，并将其

与原始输入特征图进行逐通道乘法运算，最终输出带有

通道注意力机制的特征图，大幅提升模型对有效特征的

提取能力。这种革新设计让 ECA 模块不用再降低通道维

度，便能帮助模型学习到更为高效的通道注意力。此外，

由于模块结构简洁，其含参量主要由卷积核大小 k 决定，

因而具备轻量化的显著优势。其公式如式（3）所示。

k= ψ (C )=
|

|

|
||
| lb ( )C + b

γ + b
γ
|

|

|
||
|

odd

， （3）

式中：

k——卷积核大小；

C——通道数；

b——超参数；

γ——超参数。

用 γ、b 超参数缩放调整 C 和 k 之间的比例，通常将取

值定为 γ=2，b=1。

图 3　ResNet 架构图

Figure 3　ResNet architecture

图 4　ResNet-50 残差示意图

Figure 4　ResNet-50 residual
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研究提出将具有低复杂度与高效能特性的 ECA 模块

集成至 ResNet50 骨干网络架构中，通过增强模型对特征

的表达能力，实现目标识别与定位精度的双重提升。

2.2.3　特征金字塔网络（FPN）　在实际应用中，冬枣的大

小和外观差异可能会很明显，使得检测算法在面对不同

尺度的目标时易出现遗漏或误判，为了解决这个问题，引

入了经典的特征金字塔网络 FPN［20］来处理检测中的多尺

度问题，FPN 在各尺度上都具有强语义的特征，FPN 的核

心思想是在不同尺度的特征图上构建高分辨率到低分辨

率的金字塔结构，使高层特征能够保留更多全局信息，而

低层特征则包含更丰富的细节信息，从而提升检测精度。

将 该 模 块 与 ResNet-50 网 络 进 行 有 机 融 合 ，深 度 挖 掘

ResNet-50 在不同阶段提取的特征信息，进而搭建起多尺

度特征金字塔网络 FPN 架构，如图 6 所示。

ResNet-50 共有 4 个残差块（C2、C3、C4、C5），将残差

块输出的特征图像送入 ECA 模块借助特征矫正与滤波手

段，增强 ResNet-50 网络提取出的有效特征信息的权重占

比，进而实现对图像通道权重信息的精准标定。经筛选

后的特征将被输入至 FPN 结构中进一步处理，然后自顶

向下传递信息，FPN 通过上采样（up-sampling）操作，将高

层特征（如 C5）上采样至与较低层特征（如 C4）相同的空

间尺寸，并与 C4 进行逐元素加和（element-wise addition），

形成新的特征层 P4。依次处理 C3、C2，最终形成完整的

特征金字塔（P2、P3、P4、P5）。FPN 最后输出的 P2、P5 与

ResNet-50 中的 C2、C5 一一对应，再对 P5 最大池化得到更

高层次的抽象特征 P6，最后将 P2、P6 输入 RPN，开始查找

ROI。高层特征图（如 P5）适用于检测较大目标（如近距离

冬枣），而低层特征图（如 P2）适用于较小目标（如远处冬

枣）。因此，FPN 能够在不同尺度上提取有效的目标信

息，提高检测精度。

3　模型训练与试验

3.1　试验环境与参数设置

试验运行环境见表 1。基于既往研究成果与多次经

验性测试，最终确定的试验参数配置见表 2。在目标检测

判定标准方面，当预测框与真实框的交并比（IoU）达到设

定阈值时，即判定为成功检测到目标物体。在模型训练

环节，选用随机梯度下降（SGD）算法作为优化策略，设定

每完成 4 个训练周期，学习率自动衰减 10%。

3.2　评价指标与结果

3.2.1　模型的评价指标　在模型训练初期，由于迭代次

数较少，容易出现过拟合问题，导致较高的误检率和漏检

率。例如模型可能会错误地将树叶识别为冬枣，或者无

法正确检测到部分冬枣。随着训练迭代的增加，冬枣的

图 5　ECA 注意力模块

Figure 5　ECA attention module

图 6　多尺度特征融合 FPN 结构图

Figure 6　Multi-scale feature fusion FPN architecture

表 2　试验参数

Table 2　Experimental parameters

网络模型参数变量

classes num

lr

batch size

epoch

IoU

参数描述

目标类别

初始学习率

批尺寸

训练次数

交并比阈值

参数值

5

0.001

8

50

0.5

表 1　试验环境的硬件与软件配置

Table 1　Hardware and software configuration of the 

experimental environment

名称

CPU

GPU

操作系统

深度学习框架

参数

Intel（R） Core（TM） i7-11800H @ 2.30GHz

NVIDIA GeForce RTX 3060

Windows 11

Anaconda3+PyTorch
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平均识别准确率逐步提升，误检率和漏检率也相应减

少［21］。同时，模型的损失函数值逐渐下降，表明模型在不

断优化。当迭代次数达到某一临界点时，损失值趋于最

低，之后即便进一步增加迭代次数，损失值也不会再显著

变化［4］。

使用平均精度（average precision，AP）和平均精度的

均值（mean average precision，mAP）作为冬枣新鲜度判别

的评价指标，平均精度与准确率、召回率有关，平均精度

的计算式：

IAP =∫
0

1

PRdR× 100%， （4）

P=
T p

T p + F p
× 100%， （5）

R=
T p

T p + F n
× 100%， （6）

式中：

IAP——平均精度，%；

P——精确率，%；

R——召回率，%；

Tp——被正确划分到正样本的数量；

Fp——被错误划分到正样本的数量；

Fn——被错误划分到负样本的数量。

3.2.2　模型的识别结果分析　数据平衡采用数据扩增的

方式，将各个新鲜度的冬枣图片进行扩增，共扩增出

1 200 张图像，使用冬枣数据集分别用 YOLOv3、Faster R-

CNN 和改进后的 Faster R-CNN 模型进行训练，显示测试

的结果如图 7 和表 3 所示，YOLOv3、Faster R-CNN 和改进

后的 Faster R-CNN 对 5 个新鲜度的冬枣判别平均精度分

别为 90.52%，88.45%，90.07%，90.43%，91.23%；92.74%，

93.11%， 92.74%， 93.26%， 92.36%； 98.60%， 95.79%，

96.89%，96.92%，96.26%，应用改进后的各个数据集的平

均精度均有上升，最高值达到了 98.60%。

为了评估改进的 Faster R-CNN 模型在冬枣新鲜度判

别任务中的训练效果，绘制了训练损失和验证损失曲线，

如图 8 所示。

训练损失和验证损失均随着训练轮次的增加而下

降，表明模型在持续优化。训练到第 35 轮（Epoch 35）左

右时，损失值趋于稳定，说明模型已经收敛，未出现明显

的过拟合现象。最终训练损失收敛至 0.010，验证损失收

敛至 0.015，表明改进后的 Faster R-CNN 在该任务上的表

现较好。

3.3　改进  Faster R-CNN模型检测后冬枣的理化指标

在冬枣的贮藏过程中，果肉逐渐软化、结构破损，导

致果实硬度显著下降，内部细胞液渗漏至外部。此外，随

着贮藏时间的延长，冬枣中的氧化反应和变质过程加剧，

导致维生素 C 和多酚含量逐渐减少［7］。因此，通过监测果

实硬度、相对电导率、维生素 C 含量和多酚含量 4 个理化

指标，可以较全面地反映冬枣的新鲜度、营养价值及其抗

氧化性能的变化［22］。

图 9 显示了经改进的 Faster R-CNN 模型分级筛选后

的冬枣在上述理化指标上的变化趋势。具体而言，硬度

在新鲜度下降（从 A~E 级）过程中逐渐减弱，从 198.98 N

降至 95.45 N，表明冬枣在贮藏过程中逐步软化，结构强度

下降，尤其在 E 级（软果）时表皮和果肉的结构发生了显著

变化，以此硬度为冬枣新鲜度的重要判别指标。相对电

导率随新鲜度的降低逐渐增大，从 A 级的 0.10% 增至 E 级

图 7　3 种模型冬枣判别的平均精度

Figure 7　Average accuracy of winter jujube determination 

using three models

表 3　不同网络模型对比

Table 3　Comparison of different network models

改进方式

YOLOv3

Faster R-CNN

改进Faster R-CNN

AP/%

青果

90.52

92.74

98.60

初熟果

88.45

93.11

95.79

半红果

90.07

92.74

96.89

全红果

90.43

93.26

96.92

软果

91.23

92.36

96.26

mAP/

%

90.14

92.84

96.89

图 8　训练损失和验证损失曲线图

Figure 8　Training loss and validation loss curves
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的 0.52%，反映出细胞膜完整性的损伤程度。随着细胞膜

破损，电解质渗漏增加，电导率上升，这也是冬枣新鲜度

的敏感指标［23］。维生素 C 含量在不同新鲜度等级间呈先

升后降的趋势，从 A 级的 137.48 mg/100 g 增至 D 级的

267.45 mg/100 g，之后在 E 级降至 205.81 mg/100 g，表明维

生素 C 含量的变化受冬枣成熟和氧化代谢影响［24］。多酚

含量也表现出相似趋势，从 A~D 级逐步增至 13.59 mg/g，

随后在 E 级降至 8.25 mg/g，反映了多酚在成熟期积累而

在贮藏后期因氧化降解而减少，这与 Yu等［25］的研究类似。

综上所述，改进后的 Faster R-CNN 模型筛选分级出

的冬枣在硬度、相对电导率、维生素 C 含量和多酚含量方

面均表现出显著的变化趋势（P<0.05），各新鲜度等级间

差异显著。同时，同组数据的标准误差小于均值的 5%，

表明具有统计学一致性。上述结果间接验证了改进的

Faster R-CNN 模型在冬枣新鲜度分级中的准确性，证明

其在不同新鲜度等级的区分上具备较高的可靠性。

4　结论

该研究提出了一种基于改进 Faster R-CNN 的冬枣新

鲜度判别方法，显著提升了新鲜度分级的准确性。通过

引入 ResNet-50 作为特征提取网络，并结合通道注意力机

制 ECA 和特征金字塔网络 FPN，该模型在小规模数据集

上表现出优异性能，分级准确率达 98.60%。此外，通过硬

度、相对电导率、维生素 C 含量和多酚含量等理化指标，

验证了分级后的青枣的理化差异。该方法不仅适用于小

规模数据集，还在青果、初熟果、半红果、全红果、软果 5 个

新鲜度等级的分级上展现了较强的泛化能力。与传统理

化检测方法相比，该方法具备非侵入性、操作便捷、自动

化程度高等优点，能够帮助农产品管理者在库存管理中

实现冬枣的实时保鲜监测，具有广泛的应用前景［26］。未

来研究可进一步扩大数据集规模，结合更多环境因素，并

探索该方法在其他果蔬新鲜度判别上的应用，以推动农

产品质量控制和供应链管理的优化。
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